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Introduction

*

Image segmentation is a method of
partitioning an image into multiple
segments.

The simplest  form of image
segmentation can be separation of
foreground and background regions.
Aim of segmentation is to get a
simplified and a meaningful
representation of an image, which in
turn, can be utilized by other applications

for its better analysis.

Image segmentation Applications
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Introduction

*

*

Image segmentation can be performed by
supervised or unsupervised learning.

Various techniques are used for Image
segmentation - we first perform Clustering.

We use K-means vector quantization
technique to perform clustering.

For our project, we implemented image
segmentation using Ford Fulkerson
Network Flow algorithm.

Clustering

{

(Network Flow)
Ford Fulkerson
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Algorithm Description

K-Means

% K-means is an algorithm that is used to cluster the input data points, i.e. pixels in an image, into
multiple classes based on the respective distances between one pixel to another.
% To perform K-means we assume that the number of clusters are given as ‘k’, each cluster is

represented by its center C..

Extension from K-means centroid value:
% D is the distance measurement computed as euclidean value. We calculate the label, L, for each

pixel as:
L (x,) = arg min.D(x, -C) = arg min_||x, - Ci||2




Result from K-means
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Algorithm Description

Ford-Fulkerson

%  The algorithm builds an undirected graph from the given input image that has 'V' vertices and 'E' edges.

%  The edges are all pairs of neighboring pixels and edges connecting source to pixels/pixels to sink.

%  For every pixel, “i", we have a likelihood a, that it is a part of foreground and a likelihood b, that it is a part of
background.

*  We label a single pixel in such a way that if a is greater than b, then the pixel belongs to foreground else
background.

%  The likelihood decision about the current pixel depends on its neighbor. For each pair of neighboring pixel, the
algorithm assigns the separation penalty P; that must always be greater than or equal to zero. The algorithm tries to

minimize the quantity.

SOLITCS

Image representing Graphs used for graph cuts. A representation of Minimum cut ’ ES\’SJSE |
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Implementation

User selected Input
Image with marked
foreground

Final Image
segmented and
displayed using GUI

K Means to get
likelihood values
for every pixel

Return a
segmented output
image with
foreground in
ariginal color

Build a Graph from
the likelihood
values and assign
penalty to all edges

Text file with
ext file wi St

likelihood values

Graph, G = (V,E) of input
image with added source
and sink vertices

Max Flow is
returned Run the Graph Cut
using Ford
Fulkerson on the
Min cut capacity image graph

edge is found
from the Max
Flow
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Implementation

KMEANS

% K means is implemented using
OpenCYV library in Python.

% Image clustering with the value
assigned to K = 2 is performed.

% Likelihood values are generated
for each pixel and saved in a text
file.

% Range of likelihood values is from

0 to 10.

FORD FULKERSON

*

*

Implemented Ford Fulkerson using
Breadth First Search in C++.
Initialize a Binary Image using
OpenCV matrix command.

With the help of two segments and
Adjacency matrix we assign pixel
values ‘0’ to background (black)
and ‘255’ to foreground (white).
Penalty value can be varied but
must be greater than or equal to 0.
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Feature Description

Interactive Image browsing feature.

Image marking to demarcate the regions of
foreground and background.

Clustering into two regions using K-means
with k value set to 2.

Ford-Fulkerson algorithm to segment the
image.

Display & save the segmented Image.

Interactive GUI Implementation flow

User can select
input image

L

Mark foreground
area on image

{

Save it to run
algorithm to
display
segmented output
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Results & Evaluation
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Why is segmentation using Network flow
not ideal?

Input Image Segmentation




Learning from training set
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Demo
https://voutu.be/d785ZHLubEM
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https://youtu.be/d785ZHLubEM
https://youtu.be/d785ZHLubEM
http://www.youtube.com/watch?v=d785ZHLubEM
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